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Article Info  ABSTRACT 

To find the roots of nonlinear equations, numerical methods such as 

Newton-Raphson and Secant are often used when analytical 

approaches are difficult to apply. However, these methods are 

relatively slow due to their low convergence order. Iterative methods 

with higher convergence orders can speed up the process, but they 

often involve more complicated derivatives. To overcome this, a high 

derivative-free iterative method was developed using the predictor and 

corrector approach. This research aims to develop the method, analyze 

its convergence order, and develop its algorithm. This research is a 

theoretical research by reviewing the theories related to the problem 

at hand. The results show that the new method has a convergence order 

of six, is faster than the Newton-Raphson and Secant methods in 

solving nonlinear equations, and only involves the first derivative. 
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ABSTRAK  

Untuk menemukan akar persamaan nonlinear, metode numerik seperti 

Newton-Raphson dan Secant sering digunakan saat pendekatan 

analitik sulit diterapkan. Namun, metode ini relatif lambat karena orde 

konvergensinya rendah. Metode iteratif dengan orde konvergensi 

lebih tinggi dapat mempercepat proses, tetapi sering melibatkan 

turunan yang lebih rumit. Untuk mengatasi hal ini, metode iteratif 

bebas turunan tinggi dikembangkan menggunakan pendekatan 

prediktor dan korektor. Penelitian ini bertujuan mengembangkan 

metode tersebut, menganalisis orde konvergensinya, dan menyusun 

algoritmanya. Penelitian ini adalah penelitian teoritis dengan 

mengkaji teori-teori yang berkaitan dengan masalah yang dihadapi. 

Hasilnya menunjukkan metode baru memiliki orde konvergensi enam, 

lebih cepat dari metode Newton-Raphson dan Secant dalam 

menyelesaikan persamaan nonlinear, serta hanya melibatkan turunan 

pertama. 
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1. PENDAHULUAN  

Menemukan akar dari persamaan nonlinear merupakan salah satu tantangan dalam analisis numerik. 

Kesulitan ini muncul ketika mencari akar dari persamaan nonlinear berbentuk ( 𝑓(𝑥)  =
 0 ). Penyelesaiannya dapat dilakukan melalui pendekatan analitik atau numerik. Namun, jika bentuk 

persamaannya kompleks, pendekatan analitik menjadi kurang efektif. Oleh sebab itu, metode numerik 

sering digunakan sebagai alternatif untuk menentukan akar dari jenis persamaan ini [1]. 

Metode numerik untuk persamaan nonlinear terdiri dari dua kategori yaitu:  metode langsung dan metode 

iteratif [2]. Metode langsung bertujuan untuk menghasilkan solusi yang tepat dalam satu langkah, 
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sedangkan pendekatan iteratif menggunakan pendekatan iteratif untuk menyelesaikan masalah yang 

mendekati solusi sebenarnya [3]. Di metode iteratif keefisienan menemukan akar persamaan nonlinear 

ditentukan oleh orde konvergensi dari suatu metode iteratif itu sendiri. Semakin tinggi orde konvergensi  

semakin cepat pula penemuan akar dari suatu persamaan nonlinear [4]. 

Banyak peneliti yang menggunakan metode iteratif sebagai alatnya. Salah satunya adalah penelitian tentang 

menyelesaikan sistem persamaan nonlinear dengan membandingkan metode iterasi orde delapan bebas 

turunan dengan metode Newton-Raphson.  Kesimpulan yang didapat pada penelitian ini metode metode 

iterasi orde delapan bebas turunan lebih baik untuk penyelesaian sistem persamaan non linear daripada 

metode Newton-Raphson [5].  

Metode iteratif dengan orde konvergensi yang tinggi memang bagus dalam kecepatan penyelesaiannya. 

Tetapi semakin tinggi orde konvergensi dari suatu metode iteratif tidak jarang membuat metode tersebut 

memuat turunan yang tinggi pula [6]. Hal ini diperkuat dengan beberapa penelitian yang menggunakan 

iteratif orde tinggi seperti penelitian yang dilakukan oleh solaiman dan Hasyim dalam penelitiannya 

berjudul “Two new efficient sixth order iterative methods for solving nonlinear equations”.  Dalam 

penelitian ini mereka menemukan metode iteratif yang memiliki orde tinggi yaitu enam [7]. Dari segi orde 

konvergensi metode tersebut telah memiliki orde yang tinggi namun, metode tersebut memuat turunan 

tinggi yang dapat menimbulkan masalah dalam perhitungan terutama pada fungsi yang agak kompleks. 

Untuk mengatasi masalah tersebut, dibutuhkan pendekatan metode yang baru yang bisa memiliki orde 

konvergensi tinggi namun tidak dengan turunannya seperti yang dilakukan oleh Qudsi dan Imron  dalam 

penelitiannya yang berjudul A sixth-order iterative method free from derivative for solving multiple roots 

of a nonlinear equation [8] dan selain itu ada penelitian yang juga melakukan penelitian mengenai masalah  

yang sama yaitu penelitian yang dilakukan oleh Parki dan Gupta dalam penelitiannya yang berjudul A sixth 

order method for nonlinear equations  [9] dalam penelitian mereka menggunakan metode iteratif orde enam 

yang memiliki orde konvergensi 6 tanpa turunan tinggi tetapi metode mereka melihatkan 3 langkah 

sehingga dianggap kurang efisien dalam waktu pengerjaan  

Sehingga pada penelitian kali ini ingin memodifikasi metode iteratif orde tinggi tanpa turunan dengan 2 

langkah saja. Salah satu cara ialah membentuk metode prediktor dan korektor menjadi metode iterasi 2 

langkah. Metode yang dipilih untuk prediktor adalah metode Newton-Raphson, sedangkan metode yang 

dipilih sebagai korektor adalah metode iterasi bebas turunan tinggi yang akan diciptakan [10]. 

Penelitian ini bertujuan untuk mengkaji proses pengembangan metode iterasi bebas turunan tinggi yang 

hanya menggunakan 2 langkah dalam menyelesaikan persamaan nonlinear, membuat algoritmanya, dan 

menganalisis orde kekonvergenannya. 

 

2. METODE  

Penelitian ini adalah penelitian ini bersifat dasar (teoritis) dengan fokus pada pengumpulan informasi dari 

berbagai sumber seperti buku, jurnal, dan referensi lainnya yang relevan dengan metode yang diteliti [11]. 

Adapun tahap–tahap yang dilakukan dalam langkah- langkah penelitian ini adalah sebagai berikut: 

a) Mengkaji dan memahami literatur yang berkaitan dengan persamaan nonlinear,algoritma, 

dan metode numerik yang digunakan dalam menyelesaikan persamaan nonlinear. 

b) Mengkaji pembentukan metode iteratif keenam bebas turunan tinggi untuk persamaan nonlinear.  

c) Membuat algoritma yang dituangkan dalam bentuk diagram alir (flowchart) dari metode iteratif 

keenam bebas turunan tinggi dalam menyelesaikan persamaan nonlinear. 

d) Menganalisis orde kekonvergenan metode iteratif keenam bebas turunan tinggi untuk 

menyelesaikan persamaan nonlinear 

e) Menerapkan algoritma dari metode iteratif keenam bebas turunan tinggi kedalam program 

komputer yaitu MATLAB r2016b dengan membandingkan metode iteratif bebas turunan tinggi 

dengan metode Secant dan metode Newton-Raphson. 

f) Menyimpulkan hasil yang diperoleh berdasarkan teori yang telah dipelajari. 
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Gambar 1. Diagram Flowchart Metode Iteratif Bebas Turunan Tinggi 

 

3. HASIL DAN PEMBAHASAN 

3.1 Proses Pembentukan Metode Iterasi Bebas Turunan Tinggi 

Metode iteratif bebas turunan tinggi adalah metode 2 langkah yang digunakan dalam menentukan akar 

persamaan nonlinear. Metode ini menggunakan metode prediktor dan korektor. Disini metode yang dipakai 

dalam prediktor adalah Metode Newton-Raphson sedangkan metode yang digunakan di korektor adalah 

metode yang akan dikembangkan dengan menggunakan deret Taylor. Langkah pertama dalam 

pembentukan metode baru ini adalah melakukan pendekatan deret Taylor mendekati fungsi 𝑓(𝑥) di sekitar 

titik 𝑎. 

𝒇(𝒙) = 𝒇(𝒂) + 𝒇′(𝒂)(𝒙 − 𝒂) + 𝒇′′(𝒂)
(𝒙 − 𝒂)𝟐

𝟐!
+ ⋯ + 𝒇𝒏 (𝒂)

(𝒙 − 𝒂)𝒏

𝒏!
+ ⋯ 

 

(1) 
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Karena metode yang dipakai adalah metode iteratif maka fungsi 𝑓(𝑥𝑛+1) akan menggunakan nilai dari 

fungsi sebelumnya 𝑓(𝑥𝑛) maka akan diperoleh 

  

𝒇(𝒙𝒏+𝟏) =  𝒇(𝒙𝒏) + (𝒙𝒏+𝟏 − 𝒙𝒏)𝒇′(𝒙𝒏) +
(𝒙𝒏+𝟏 − 𝒙𝒏)𝟐

𝟐!
𝒇′′(𝒙𝒏) +  

(𝒙𝒏+𝟏 − 𝒙𝒏)𝟐

𝟐!
 𝒇′′′(𝒙𝒏) + ⋯ 

 
(2) 

Setelah diperoleh bentuk pendekatan deret Taylor mendekati 𝑓(𝑥𝑛+1)di sekitar 𝑥𝑛 pada persamaan (2) 

dapat dicari akar perkiraan berikutnya 𝑥𝑛+1 dengan cara mengasumsikan 𝑓(𝑥𝑛+1) = 0. 

𝒙𝒏+𝟏 = 𝒙𝒏 −
𝒇(𝒙𝒏)

𝒇′(𝒙𝒏)
− (𝒙𝒏+𝟏 − 𝒙𝒏)𝟐 (

𝒇′′(𝒙𝒏)

𝟐𝒇′(𝒙𝒏)
 ) (3) 

Setelah memperoleh nilai 𝑥𝑛+1  pada persamaan (3) dilanjutkan dengan mensubstitusikan nilai  

 (𝑥𝑛+1 − 𝑥𝑛 )  dari persamaan metode iteratif yang memiliki tingkat konvergensi yang lebih tinggi daripada 

nilai 𝑥𝑛+1. Disini digunakan metode iteratif orde 4 [12],  ke ruas kanan persamaan 3, sehingga diperoleh 

𝒙𝒏+𝟏 = 𝒙𝒏 −
𝒇(𝒙𝒏)

𝒇′(𝒙𝒏)
− (−

𝒇(𝒙𝒏)(𝟔𝑱𝟏 − 𝟑𝑱𝟐 + 𝟐𝑱𝟑𝒇′′′(𝒙𝒏))

𝟐𝒇′(𝒙𝒏)(𝟑𝑱𝟏 − 𝟑𝑱𝟐 + 𝑱𝟑𝒇′′′(𝒙𝒏))
)

𝟐
𝒇′′(𝒙𝒏)

𝟐𝒇′(𝒙𝒏)
 

 

(4) 

Dimana 

𝐽1 = 𝑓′(𝑥𝑛)2𝑓′′(𝑥𝑛) 
𝐽2 = 𝑓(𝑥𝑛)𝑓′′(𝑥𝑛)2 
𝐽3 = 𝑓(𝑥𝑛)𝑓′(𝑥𝑛) 

Karena kita ingin membuat metode iteratif bebas turunan tinggi dan dalam persamaan (4) masih ada turunan 

tinggi yaitu turunan 2 dan turunan 3 maka akan dilakukan reduksi orde pada 𝑓′′′(𝑥𝑛) dan 𝑓′′(𝑥𝑛). Disini 

akan digunakan pendekatan deret taylor untuk mereduksi 𝑓′′′(𝑥𝑛) dan interpolasi hermite untuk mereduksi 

𝑓′′(𝑥𝑛).Untuk mempermudah perhitungan kita susun ulang terlebih dahulu dengan menggabungkan 

prediktor yang telah diketahui di awal. 

𝑦𝑛 = 𝑥𝑛 −
𝑓(𝑥𝑛)

𝑓′(𝑥𝑛)
 

𝑥𝑛+1 = 𝑦𝑛 −
𝑓(𝑦𝑛)

𝑓′(𝑦𝑛)
−  (−

𝑓(𝑦𝑛)(6𝐽1 − 3𝐽2 + 2𝐽3𝑓′′′(𝑦𝑛))

2𝑓′(𝑦𝑛)(3𝐽1 − 3𝐽2 + 𝐽3𝑓′′′(𝑦𝑛))
)

2
𝑓′′(𝑦𝑛)

2𝑓′(𝑦𝑛)
 

Setelah melakukan reduksi orde terhadap 𝑓′′′(𝑦𝑛) dan 𝑓′′(𝑦𝑛) akan diperoleh 

𝑦𝑛 = 𝑥𝑛 −
𝑓(𝑥𝑛)

𝑓′(𝑥𝑛)
 

𝒙𝒏+𝟏 = 𝒚𝒏 −
𝒇(𝒚𝒏)

𝒇′(𝒚𝒏)
− (

𝒇(𝒚𝒏)

𝒇′(𝒚𝒏)
(

−𝟐𝑳𝟏 + 𝑳𝟐 + 𝑳𝟑 ∗ 𝑳𝟒

𝟐𝒍𝟏 − 𝟐𝑳𝟐 − 𝑳𝟑 ∗ 𝑳𝟒
))

𝟐
𝒔(𝒙𝒏, 𝒚𝒏)

𝟐𝒇′(𝒚𝒏)
 

 

(5) 

Dimana  

𝐿1 = 𝑓(𝑥𝑛)3𝑓′(𝑦𝑛)2𝑠(𝑥𝑛, 𝑦𝑛) 
𝐿2 = 𝑓(𝑥𝑛)3𝑓(𝑦𝑛)𝑠(𝑥𝑛, 𝑦𝑛)2 

𝐿3 = 𝑓′(𝑥𝑛)𝑓(𝑦𝑛)𝑓′(𝑦𝑛) 
𝐿4 = 𝑓(𝑥𝑛)2𝑠(𝑥𝑛, 𝑦𝑛) − 2𝑓(𝑦𝑛)𝑓′(𝑦𝑛)2 

𝑠(𝑥𝑛, 𝑦𝑛) = 𝑓′′(𝑦𝑛) =
2

(𝑥𝑛−𝑦𝑛)
[3

𝑓(𝑥𝑛)−𝑓(𝑦𝑛)

(𝑥𝑛−𝑦𝑛)
− 2𝑓′(𝑦𝑛) − 𝑓′(𝑥𝑛)]  

 

3.2 Algoritma Metode Iteratif Bebas Turunan Tinggi 

Algoritma Metode Iteratif Bebas Turunan Tinggi dinotasikan ke dalam bentuk diagram alir (flowchart) 

pada Gambar 1. Dilihat dari Gambar 1 bahwa proses dalam mencari akar dari metode iteratif bebas turunan 

tinggi terdiri dari 3 tahapan yaitu: masukan/ input, proses dan keluaran/ output. 
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Gambar 1. Diagram Flowchart Metode Iteratif Bebas Turunan Tinggi 

 

3.3 Analisis Kekonvergenan Metode Iterasi Bebas Turunan Tinggi 

Untuk memperoleh orde kekonvergenan dari metode iteratif   yang bebas turunan tinggi adalah dengan 

menggunakan ekspansi deret Taylor di sekitar 𝑎. Dengan 𝑎 adalah akar dari 𝑓(𝑥𝑛) sehingga 



39 

journal homepage: http://ejournal.unp.ac.id/students/index.php/mat 

 ❒ 

 

(Syafirna Fhadilah) 

 𝑓(𝑎) = 0. Dengan 𝑐𝑗 =
𝑓𝑗(𝑎)

𝑗!𝑓′(𝑎)
, 𝑗 = 2,3,4,5, … dan 𝑒𝑛 = 𝑥𝑛 − 𝑎  [13]. Pada ekspansi deret Taylor yang 

akan dilakukan akan menggunakan orde tujuh. Hal ini akan ditandai dengan adanya notasi Big O yang 

menunjukan jika deret tersebut berbatas sampai orde tujuh.  

𝑓(𝑥𝑛) = 𝑓′(𝑎)[𝑒𝑛 + 𝑐2𝑒𝑛
2 + 𝑐3𝑒𝑛

3 + 𝑐4𝑒𝑛
4 + 𝑐5𝑒𝑛

5 + 𝑐6𝑒𝑛
6 + 𝑐7𝑒𝑛

7 + 𝑂(𝑒𝑛
8)] dan 𝑓′(𝑥𝑛) = 𝑓′(𝑎)[1 +

2𝑐2𝑒𝑛
1 + 3𝑐3𝑒𝑛

2 + 4𝑐4𝑒𝑛
3 + 5𝑐5𝑒𝑛

4 + 6𝑐6𝑒𝑛
5 + 7𝑐7𝑒𝑛

6 + 𝑂(𝑒𝑛
7)]     

Jika persamaan 
𝑓(𝑥𝑛)

𝑓′(𝑥𝑛)
 maka diperoleh 

𝒇(𝒙𝒏)

𝒇′(𝒙𝒏)
= 𝒆𝒏 − (𝟐𝒄𝟑 + 𝟐𝒄𝟐

𝟐)𝒆𝒏
𝟑 + (−𝟑𝒄𝟒 + 𝟕𝒄𝟐𝒄𝟑 − 𝟒𝒄𝟐

𝟑)𝒆𝒏
𝟒

+ (𝟖𝒄𝟐
𝟒 − 𝟐𝟎𝒄𝟐

𝟐𝒄𝟑 − 𝟔𝒄𝟑
𝟐 + 𝟏𝟎𝒄𝟐𝒄𝟒 − 𝟒𝒄𝟓)𝒆𝒏

𝟓

+ (−𝟏𝟔𝒄𝟐
𝟓 + 𝟓𝟐𝒄𝟐

𝟑𝒄𝟑 − 𝟑𝟑𝒄𝟐𝒄𝟑
𝟐 − 𝟐𝟖𝒄𝟐

𝟐𝒄𝟒 + 𝟏𝟕𝒄𝟑𝒄𝟒 + 𝟏𝟑𝒄𝟐𝒄𝟓 − 𝟓𝒄𝟔)𝒆𝒏
𝟔

+ 𝑶(𝒆𝒏
𝟕) 

(6) 

Substitusi persamaan (6) ke persamaan 𝑦𝑛 = 𝑥𝑛 −
𝑓(𝑥𝑛)

𝑓′(𝑥𝑛)
 , dengan memisalkan 𝑦𝑛 = 𝑥𝑛 − 𝑒𝑛  maka 𝑥𝑛 =

𝑦𝑛 + 𝑒𝑛 dan 𝑒𝑛 = 𝑥𝑛 − 𝑎 maka 𝑒𝑛 = 𝑦𝑛 + 𝑒𝑛 − 𝑎, sehingga diperoleh 

𝒚𝒏 = 𝒂 + 𝒄𝟐𝒆𝒏
𝟐 + (𝟐𝒄𝟑 − 𝟐𝒄𝟐

𝟐)𝒆𝒏
𝟑 + (𝟑𝒄𝟒 − 𝟕𝒄𝟐𝒄𝟑 + 𝟓𝒄𝟐

𝟑)𝒆𝒏
𝟒

+ (𝟏𝟐𝒄𝟐
𝟒 − 𝟐𝟒𝒄𝟐

𝟐𝒄𝟑 + 𝟔𝒄𝟑
𝟐 + 𝟏𝟎𝒄𝟐𝒄𝟒 − 𝟒𝒄𝟓)𝒆𝒏

𝟓

+ (𝟐𝟖𝒄𝟐
𝟓 − 𝟕𝟑𝒄𝟐

𝟑𝒄𝟑 + 𝟑𝟕𝒄𝟐𝒄𝟑
𝟐 + 𝟑𝟒𝒄𝟐

𝟐𝒄𝟒 − 𝟏𝟕𝒄𝟑𝒄𝟒 − 𝟏𝟑𝒄𝟐𝒄𝟓 + 𝟓𝒄𝟔)𝒆𝒏
𝟔

+ 𝑶(𝒆𝒏
𝟕) 

 

(7) 

 

Selanjutnya perluas 𝑓(𝑦𝑛) dan 𝑓′(𝑦𝑛)  dengan menggunakan deret Taylor, sehingga diperoleh 

𝒇(𝒚𝒏) = 𝒇′(𝒂)[𝒄𝟐𝒆𝒏
𝟐 + (𝟐𝒄𝟑 − 𝟐𝒄𝟐

𝟐)𝒆𝒏
𝟑] + (𝟑𝒄𝟒 − 𝟕𝒄𝟐𝒄𝟑 + 𝟓𝒄𝟐

𝟑)𝒆𝒏
𝟒

+ (𝟏𝟐𝒄𝟐
𝟒 − 𝟐𝟒𝒄𝟐

𝟐𝒄𝟑 + 𝟔𝒄𝟑
𝟐 + 𝟏𝟎𝒄𝟐𝒄𝟒 − 𝟒𝒄𝟓)𝒆𝒏

𝟓 + (𝟐𝟖𝒄𝟐
𝟓 − 𝟕𝟑𝒄𝟐

𝟑𝒄𝟑

+ 𝟑𝟕𝒄𝟐𝒄𝟑
𝟐 + 𝟑𝟒𝒄𝟐

𝟐𝒄𝟒 − 𝟏𝟕𝒄𝟑𝒄𝟒 − 𝟏𝟑𝒄𝟐𝒄𝟓 + 𝟓𝒄𝟔 )𝒆𝒏
𝟔 + 𝑶(𝒆𝒏

𝟕)] 

 

(8) 

Dan 

𝒇′(𝒚𝒏) = 𝒇′(𝒂)[𝟏 + 𝟐𝒄𝟐
𝟐𝒆𝒏

𝟐 + (𝟒𝒄𝟐𝒄𝟑 − 𝟒𝒄𝟐
𝟑)𝒆𝒏

𝟑 + (𝟔𝒄𝟐𝒄𝟒 − 𝟏𝟏𝒄𝟐
𝟐𝒄𝟑 + 𝟖𝒄𝟐

𝟒)𝒆𝒏
𝟒

+ 𝟒𝒄𝟐(−𝟒𝒄𝟐
𝟒 + 𝟕𝒄𝟐

𝟐𝒄𝟑 − 𝟓𝒄𝟐𝒄𝟒 + 𝟐𝒄𝟓)𝒆𝒏
𝟓

+ 𝟐(𝟏𝟔𝒄𝟐
𝟔 − 𝟑𝟒𝒄𝟐

𝟒𝒄𝟑 + 𝟔𝒄𝟑
𝟑 + 𝟑𝟎𝒄𝟐

𝟑𝒄𝟒 − 𝟖𝒄𝟐𝒄𝟑𝒄𝟒 − 𝟏𝟑𝒄𝟐
𝟐 + 𝟓𝒄𝟐𝒄𝟔)𝒆𝒏

𝟔

+ 𝑶(𝒆𝒏
𝟕)] 

(9) 

Substitusikan persamaan  𝑓(𝑥𝑛), 𝑓′(𝑥𝑛), (7), (8), dan (9) ke 𝑠(𝑥𝑛, 𝑦𝑛), sehingga diperoleh 

𝒇′(𝒂)[𝟐𝒄𝟐 + (𝟔𝒄𝟐𝒄𝟑 − 𝟐𝒄𝟒)𝒆𝒏
𝟐 − 𝟒(𝟑𝒄𝟐

𝟐 − 𝟑𝒄𝟑
𝟐 − 𝒄𝟐𝒄𝟒 + 𝒄𝟓)𝒆𝒏

𝟑

+ 𝟐(𝟏𝟐𝒄𝟐
𝟑𝒄𝟑 + 𝒄𝟐

𝟐𝒄𝟒 + 𝟏𝟑𝒄𝟑𝒄𝟒 ∓ 𝒄𝟐(−𝟐𝟏𝒄𝟑
𝟐 + 𝒄𝟓) − 𝟑𝒄𝟔)𝒆𝒏

𝟒

+ 𝟒(𝟏𝟐𝒄𝟐
𝟒𝒄𝟑 + 𝟗𝒄𝟑

𝟑 + 𝟔𝒄𝟐
𝟑𝒄𝟒 + 𝟏𝟐𝒄𝟐𝒄𝟑𝒄𝟒 − 𝟑𝒄𝟒

𝟐 − 𝟕𝒄𝟑𝒄𝟓 − 𝒄𝟐
𝟐(𝟑𝟎𝒄𝟐

𝟑 + 𝒄𝟓)

+ 𝟐𝒄𝟕)𝒆𝒏
𝟓

+ 𝟐(𝟒𝟖𝒄𝟐
𝟓𝒄𝟑 + 𝟒𝟒𝒄𝟐

𝟒𝒄𝟒 − 𝟒𝟑𝒄𝟑
𝟐𝒄𝟒 + 𝟏𝟏𝒄𝟒𝒄𝟓 − 𝒄𝟐

𝟑(𝟏𝟓𝟔𝒄𝟑
𝟐 + 𝟓𝒄𝟓)

+ 𝟏𝟓𝒄𝟑𝒄𝟔 + 𝒄𝟐
𝟐(𝟏𝟒𝒄𝟑𝒄𝟒 + 𝟑𝒄𝟔) + 𝒄𝟐(𝟗𝟗𝒄𝟑

𝟑 + 𝟏𝟎𝒄𝟒
𝟐 − 𝟑𝟎𝒄𝟑𝒄𝟓 − 𝒄𝟕)

− 𝟓𝒄𝟖)𝒆𝒏
𝟔) + 𝑶(𝒆𝒏

𝟕)] 

 

(10) 

Selanjutnya substitusikan persamaan  𝑓′(𝑥𝑛), (6), (9) dan (10) ke (5), sehingga diperoleh  

𝒙𝒏+𝟏 = 𝒂 − 𝒄𝟐
𝟑𝒄𝟑𝒆𝒏

𝟔 + 𝑶(𝒆𝒏)𝟕 
 

(11) 

Dapat ditulis ulang 

𝒆𝒏+𝟏 = −𝒄𝟐
𝟑𝒄𝟑𝒆𝒏

𝟔 + 𝑶(𝒆𝒏)𝟕 
 

(12) 
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Dari persamaan (12) dapat dilihat bahwa metode memiliki konvergensi orde 6. 

 
 

 

3.4 Simulasi Numerik 

Pada bagian ini akan dilakukan perbandingan jumlah iterasi dari metode iteratif bebas turunan tinggi 

(MIBTT) dengan Metode Newton-Raphson (MNR)  yang memiliki orde konvergensi dua [14] dan Metode 

Secant (MS) yang memiliki orde konvergensi kurang dari dua [15]. Untuk membuktikan kecepatan dalam 

menentukan nilai akarnya. Perbandingan simulasi numerik ini menggunakan software MATLAB r2016b 

dengan kriteria pemberhentian saat 𝑓′(𝑥𝑛) = 0 dan |𝑓(𝑥𝑛+1)| < 𝜀 dimana batas galat toleransi 𝜀 = 10−6
 

dan maksimal iterasi (M)=100. 

Berikut beberapa persamaan nonlinear yang akan digunakan untuk simulasi numerik; 

1) 𝑓1(𝑥) = (3𝑥 − 2)7 − 1 = 0   

2) 𝑓2(𝑥) = 𝑥3 − 2√𝑥 +𝑠𝑖𝑛 𝑠𝑖𝑛 𝑥 − 1 = 0   

3) 𝑓3(𝑥) = 𝑒𝑥2
− 3𝑥2 +𝑐𝑜𝑠 𝑐𝑜𝑠 𝑥 − 𝑥

1

3 

Persamaan dari fungsi 𝑓1(𝑥) = (3𝑥 − 2)7 − 1 = 0  akan dibandingkan untuk melihat jumlah iterasinya 

apabila menggunakan MIBTT, MS,dan MNR. Hasil perbandingannya akan dijelaskan dalam tabel 1. 

 

Tabel 1. Perbandingan beberapa metode penghitungan menggunakan fungsi  𝑓1 (𝑥) 

Tebakan awal 

𝑥0 

𝑥1 Jumlah iterasi Akar Sisa  

MIBTT MNR MS 

3,3 2,3 8 17 21 1 0 

1,5 1,3 5 10 12 1 0 

1,2 1,6 4 7 10 1 0 

Pada Tabel 1 dapat dilihat jika MIBTT memiliki lebih sedikit jumlah iterasi daripada MNR dan MS di 3 

nilai 𝑥0 dan 𝑥1 yang berbeda dengan nilai akar yang sama. Ini membuktikan jika MIBTT memiliki 

kecepatan yang lebih dibandingkan dengan MNR dan MS. 

Persamaan dari fungsi 𝑓2(𝑥) = 𝑥3 − 2√𝑥 +𝑠𝑖𝑛 𝑠𝑖𝑛 𝑥 − 1 = 0   akan dibandingkan untuk melihat jumlah 

iterasinya apabila menggunakan MIBTT, MS dan MNR. Hasil perbandingannya akan dijelaskan dalam 

tabel 2. 

 

Tabel 2. Perbandingan beberapa metode penghitungan menggunakan fungsi  𝑓2 (𝑥) 

Tebakan awal 

𝑥0 

𝑥1 Jumlah iterasi Akar Sisa  

MIBTT MNR MS 

3,3 2,3 3 6 7 1,33 0 

1,5 1,3 2 3 4 1,33 0 

1,2 1,6 2 3 4 1,33 0 

Pada Tabel 2 juga dapat dilihat jika MIBTT memiliki lebih sedikit jumlah iterasi daripada MNR dan MS 

di 3 nilai 𝑥0 dan 𝑥1 yang berbeda dengan nilai akar yang sama. Ini membuktikan jika MIBTT memiliki 

kecepatan yang lebih dibandingkan dengan MNR dan MS. 

Persamaan dari fungsi 𝑓3(𝑥) = 𝑒𝑥2
− 3𝑥2 +𝑐𝑜𝑠 𝑐𝑜𝑠 𝑥 − 𝑥

1

3 akan dibandingkan untuk melihat jumlah 

iterasinya apabila menggunakan MIBTT, MS,dan MNR. Hasil perbandingannya akan dijelaskan dalam 

tabel 3. 

Tabel 3. Perbandingan beberapa metode penghitungan menggunakan fungsi  𝑓3(𝑥) 

Tebakan awal 

𝑥0 

𝑥1 Jumlah iterasi Akar Sisa  

MIBTT MNR MS 
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(Syafirna Fhadilah) 

3,3 2,3 7 14 14 1,37 0 

1,5 1,3 3 4 5 1,37 0 

1,2 1,6 4 6 8 1,37 0 

Pada Tabel 3 juga dapat dilihat jika MIBTT memiliki lebih sedikit jumlah iterasi daripada MNR dan MS 

di 3 nilai 𝑥0 dan 𝑥1 yang berbeda dengan nilai akar yang sama. Hal ini membuktikan jika kecepatan 

konvergensi dari MIBTT lebih cepat dari pada metode MNR dan MS. 

 

4. KESIMPULAN  

Pada penelitian ini memperkenalkan metode iterasi orde keenam yang efisien untuk menyelesaikan 

persamaan non-linear tanpa memerlukan evaluasi derivatif orde tinggi, dengan memanfaatkan kombinasi 

deret Taylor dan teknik komposisi. Metode ini memiliki orde konvergensi enam dan terbukti lebih cepat, 

sederhana, serta menghasilkan estimasi akar dengan error residu yang lebih kecil dibandingkan metode 

sebelumnya seperti MNR dan MS. Penghapusan kebutuhan derivatif orde tinggi menjadikannya signifikan 

untuk aplikasi komputasi yang kompleks dan praktis. Untuk penelitian selanjutnya, disarankan memperluas 

metode ini agar dapat menangani kondisi awal yang jauh dari akar, sistem persamaan non-linear, serta 

pengujian pada aplikasi dunia nyata untuk mengukur stabilitas dan kinerjanya. 
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